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Who am I?

v Head of Office and Digital Policy Adviser for MEP Axel Voss (EPP group) in the European
Parliament since 2017

v Focusses on AI, data and the EU’s digital transition, while pushing for internal reforms of the
European Parliament as well as a return to the Better Regulation agenda.

v Key files: AI Act, AIDA Resolution, AI Liability Directive, Representative Action Directive,
Whistleblower Directive, ePrivacy Regulation, GDPR, Privacy Shield, Eurojust Regulation.



Chapter 1: The AI Act

Do we need an AI law? What 
conceptual choices have been 
made by the EU Commission? 
How to assess the final text?

Chapter 3: Digital competitiveness

What does that mean for the EU’s 
goal to become a global leader in 
AI? How to describe the status 

quo? What can be done to make 
the AI Act work despite all those 

problems listed before?

Chapter 2: The policy cycle

Case study AI Act: how power 
struggles and a disregard for the 

Better Regulation agenda are 
resulting in legislative overlaps as 

well as enforcement issues.
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AI is an umbrella term that covers a wide range of old and new technologies that often 

have little more in common than being guided by a given set of human-defined 

objectives and having some degree of autonomy in their actions.

Many fears linked to AI are based on TV shows and hypothetical concepts such as 

artificial superintelligence or singularity. In reality, there are significant doubts as to 

whether machines will ever be able to break free from human control, considering our 

technologies and scientific laws.

As the majority of AI systems that are currently in use do not pose any risk, the public 

debate should focus more on the enormous potential of AI (from combating global 

societal challenges such as climate change to enhancing quality of life through 

personalised medicine).

The 1st wave of ‘symbolic’ AI (1950s-90s) was based on rule-based procedures 

(= algorithm) that were determined by human experts. In the 1990s, the increased 

availability of data initiated the 2nd wave of 'data-driven' AI. Machine or deep-learning 

approaches enabled the algorithms to improve themselves by training with data and 

thereby allow them to regularly bypass the expert systems of the 1st wave AI.
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Chapter 1: The AI Act



UNPREDICTABILITY

OPENNESS

COMPLEXITY

External information could be flawed or missing, wrongly perceived by built-in sensors 
or falsely communicated by regular data sources or ad-hoc suppliers. 

Frequent updates and external interactions increase the 
risk of cybersecurity breaches that may cause 
malfunctions or modify the features of the AI system. 

An AI-system is already highly complex in itself but often also just a component of larger 
software system that is connected with many other AI-/ non-AI-systems in a digital ecosystem.

AI can operate without control or supervision by using self-learning processes to alter its initial algorithm or to 
deviate from the original instruction of an human expert.

Algorithms no longer come as readable code but as a black-box that has evolved through self-learning and which human 
beings may be able to test with regards to its effects but no longer fully understand.

DATA-DRIVENNESS

VULNERABILITY

AUTONOMY

OPACITY

The ability to identify and classify new input and link it to a self-chosen reaction that has not 
been pre-programmed as such makes the impact hard to foresee.

AI is open by design, depend upon subsequent input (e.g. updates) and need to interact with other systems or 
data sources in order to function properly. It is never completed like regular products.

New legal gaps?
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International organisations & fora



Fundamental Rights Protection

A special type of Product Safety law
New Legislative Framework (NLF)

Ø Common framework for products based on 23 EU laws (i.e. Toy 
Safety, Radio Equipment, MDR)

Ø Set of principles for CE marking, accreditation of notified bodies, 
and conformity assessments.

Ø Rules for market surveillance and the enforcement of conformity 
to ensure that products sold on the Internal Market of the EU 
market are safe.

2022

Fundamental Rights Protection

Ø The EU AI Act not only protects ‘health’ and ‘safety’ like normal 
NLF laws do but also protects ‘fundamental rights’ as enshrined 
in the EU Charta. 

Ø As a result, providers / deployers of high-risk AI-systems are 
obliged to include fundamental rights considerations in risk 
assessments and other areas.

Ø There is a lack of experience in NLF for this topic, in particular 
with regard to technical standards.



Lorem ipsum dolor sit amet, 
consectetur adipiscing elit, sed 
do tempor incididunt ut labore

Lorem ipsum dolor sit amet, 
consectetur adipiscing elit, sed 
do tempor incididunt ut labore

Lorem ipsum dolor sit amet, 
consectetur adipiscing elit, sed 
do tempor incididunt ut labore

Lorem ipsum dolor sit amet, 
consectetur adipiscing elit, sed 
do tempor incididunt ut labore

Unacceptable risks
AI systems that pose a clear threat 
to the health, safety, and 
fundamental rights will be banned 
according to Art 5. It is likely that 
less than 1% of all AI systems fall in 
this category.

High-risk
AI systems that pose a high risk to 

health, safety and fundamental 
rights need to fulfil the obligations 

laid out in Art 9 – 15.
It is estimated that between 5% 

and 15% of all AI systems would 
fall under this category.

Limited risk
AI systems that due to their 
characteristic and type of use 
need to fulfil the specific 
transparency obligations set 
out in Art 50.Minimal or no risk

The vast majority of 
AI system will fall in this 

category, meaning that it can 
be used freely and faces no 

restrictions by the AI Act
(optional: codes of conduct).

The risk-based approach



The new Article 55 obliges a limited number of systemic GPAI providers (e.g. OpenAI) to 

perform model evaluation, assess/mitigate systemic risks, report on serious incidents, and 

cybersecurity measures before placing the GPAI model on the market.

Providers of systemic 
GPAI models

According to Art 25 and 53, GPAI model providers or 3rd party component suppliers (i.e. 

database software from Oracle) need to produce technical documentation, share that 

information and assist their clients in becoming fully compliant with the AI Act.

GPAI model 
provider and 
3rd party 
component 
supplier

The client (e.g. SAP) becomes a provider of an AI system by giving the GPAI model an intended 

purpose and/or putting the components together. If categorized as high-risk, for example 

recruitment category of Annex III(4), SAP needs to comply with obligations in Art 16.

Provider of a high-
risk AI system

If SAP places the high-risk AI system on the market, the customer (e.g. City Hall of 

Hamburg) becomes a deployer of the high-risk AI system. When they use it for a 

recruitment procedure, they need to comply with all obligations listed in Art 26.

Deployer of 
a high-risk
AI system

Responsibilities 
along the 
AI value chain
Why a holistic approach with shared 
responsibilities is much better than the 
original Commission focus on the 
downstream provider and deployer

Level 1

Level 2

Level 3

Level 4

Level 5
The job seeker that interacts with the AI system benefits from increased transparency obligations by 

OpenAI, Oracle, SAP and Hamburg. The person has also a right to lodge a complaint with a market 

surveillance authority and a right to explanation of individual decision-making (Art 85, 86).

Affected
person



GPAI models (foundation models) are an essential building block that is used by many downstream 

providers to develop their specific AI systems. Compared to an AI system that has an intended purpose, 

GPAI models are undetermined like a kind of digital plasticine. They are useable in many sectors and 

applicable to countless (mostly low-risk) use cases (i.e. >1300 documented use cases of GPT 3.5).

Since the AI Act has a risk-based approach and focuses on specific high-risk intended purposes, the law is 

conceptually not designed to cover GPAI models. As a result, the upstream GPAI providers – often large US 

tech companies – would be completely freed from facing regulatory burden. The existing market 

concentration would probably be further increased. Moreover, EU companies as simple customers would 

not have enough information / assistance to fulfil the AI Act obligation and would face heavy fines via 

Art 99. Sufficient documentation therefore seems key to make compliance work.

For a very small number of systemic (cutting-edge) GPAI models even more obligation seem necessary. 

Their models have become so powerful and will occupy such a dominant role in the AI value chain that a 

special set of rules is required. Providers of such systemic GPAI models should be forced to align their 

models – as much as technical feasible at this early development stage – with the AI Act obligations for 

systems. Three elements stand out (a) risk identification, (b) model testing to minimize societal harm, and (c) 

cybersecurity measures. This extra layer would guarantee that systemic GPAI models

are safe and comprehensible enough for downstream providers to integrate them 

in AI systems or deploy them in GPAI systems.

Systemic GPAI models



Ø When I wrote my OECD article in 2023, the 

following GPAI models would have probably be 

designated as 'systemic‘.

Models Developers Country

Jurassic-2 AI21 Labs Israel

Claude Anthropic US

Ernie 3.0 Titan Baidu China

Cohere Command cohere Canada

PaLM 2 Google US

Chinchilla Google DeepMind US / UK

LLaMa Meta US

VIMA Nividia US

GPT-4 Microsoft/OpenAI US

Kosmos-1 Microsoft Research Asia China

Stable Diffusion XL stability.ai UK

Article 3
Definitions

(63) ‘general-purpose AI model’ means an AI model, including where such an AI model is trained with 
a large amount of data using self-supervision at scale, that displays significant generality and is capable 
of competently performing a wide range of distinct tasks regardless of the way the model is placed on 
the market and that can be integrated into a variety of downstream systems or applications, except AI 
models that are used for research, development or prototyping activities before they are released on 
the market; 

(65) ‘systemic risk’ means a risk that is specific to the high-impact capabilities of general- purpose AI 
models, having a significant impact on the Union market due to their reach, or due to actual or 
reasonably foreseeable negative effects on public health, safety, public security, fundamental rights, or 
the society as a whole, that can be propagated at scale across the value chain; 

Article 51 
Classification of general purpose AI models as general purpose AI models with systemic risk 

2. A general-purpose AI model shall be presumed to have high impact capabilities pursuant to 
paragraph 1, point (a), when the cumulative amount of computation used for its training measured in 
FLOPs is greater than 10^25. 

Ø More criteria for the designation of systemic GPAI models in ANNEX IXc

Systemic GPAI models



International alignment (i.e. OECD AI definition).

Principles that take context of use into account (Art 8).

Burden sharing along the AI value chain (Art 25, 51 ff).

Presumption of conformity via tech. standards (Art 40).

Vague legal text (i.e. Art 3) and unclear procedures.

Prohibitions (Art 5) + high-risk cases are blurry (Annex 3)

AI Act: the pros & cons

Horizontal scope leads to legal overlaps / gov. chaos.

Future-proof and cooperative law (i.e. DA/IA, RSB, GL) Issues with training & access to h/q datasets unsolved.

Evolving AI systems do no fit in NLF ecosystem.



Main steps

1. Political guidelines and annual work programs

2. Inception Impact assessment + public consultation

3. Legislative drafting + Regulatory Scrutiny Board

4. Interservice consultation + adoption by the College

5. Finalisation of the General Approach in the Council 
as well as of the position of the European Parliament

6. Inter-institutional negotiations (Trilogue)

7. Publication in the Official Journal of the EU

8. Implementation & enforcement of the new law

9. Ex-post assessment & review of the law

Chapter 2: The policy cycle 



Better Regulation agenda

Consultation Quality control

Ø Integrated Better Regulation 
Guidelines for the policy 
making by EU Institutions.

Ø Regulatory Scrutiny Board that 
checks the Commission’s 
proposal as well as the IA.

Ø Obligation to conduct a new 
Impact Assessment by the 
Council or Parliament in case of 
substantial ammendmends.



“The European Commission 
has a Secretariat-General 

consisting of 33 directorates-
general, which develop, 

manage and implement EU 
policy, law and funding. 

In addition, there are also 
20 special departments 

(services and agencies), which 
deal with ad hoc or 
horizontal issues.”

Valdis Dombrovskis
Executive 

Vice-President
An Economy that 
Works for People

Margrethe Vestager
Executive 

Vice-President
Europe fit for 

the Digital Age

Maroš Šefčovič
Executive 

Vice-President
European Green Deal

Interinstitutional 
Relations and Foresight

#vdLCommission

A New Push for European Democracy

Věra Jourová
Vice-President

Values and 
Transparency

Dubravka Šuica 
Vice-President

Democracy and
Demography

Ursula 
von der Leyen

President

Johannes Hahn 
Commissioner

Budget and 
Administration

Nicolas Schmit  
Commissioner

Jobs and 
Social Rights

Paolo Gentiloni 
Commissioner

Economy

Janusz
Wojciechowski  
Commissioner

Agriculture 

Thierry Breton 
Commissioner

Internal 
Market

Elisa Ferreira 
Commissioner

Cohesion 
and Reforms

Stella Kyriakides 
Commissioner

Health and 
Food Safety

Didier Reynders 
Commissioner

Justice

Josep Borrell
High Representative/

Vice-President
A Stronger Europe

In the World

Margaritis Schinas 
Vice-President

Promoting Our 
European Way 

of Life

Helena Dalli 
Commissioner

Equality

Ylva Johansson  
Commissioner

Home Affairs

Janez Lenarčič  
Commissioner

Crisis 
Management

Adina Vălean
Commissioner

Transport

Olivér Várhelyi  
Commissioner
Neighbourhood 

and 
Enlargement

Jutta Urpilainen  
Commissioner

International 
Partnerships

Kadri Simson  
Commissioner

Energy

Virginijus
Sinkevičius 

Commissioner
Environment, 

Oceans and 
Fisheries

Mairead McGuinness
Commissioner

Financial Services, 
Financial Stability 

and Capital 
Markets Union 

Illiana Ivanova  
Commissioner

Innovation,
Research,

Culture,
Education and Youth

Wopke Hoekstra
Commissioner

Climate Action

The European Commission



The European Commission



Ø Responsible for the EU AI Act: Working Party on Telecommunications and Information 
Society consisting of 27 attachés of the different Member States.

The Council of the EU



Ø Responsible for the EU AI Act: two lead committees (Rule 58: IMCO, LIBE), three associated committees 
(Rule 57: JURI, ITRE, CULT), and two opinion giving committees (Rule 56: ENVI, TRAN).

The European Parliament



Result: legislative overlaps

Already in the summer of 2021, we have received more and more feedback from researchers, legal experts as 
well as the AI community that indicated that the AI Act will contradict, interfere or overlap with existing and 
upcoming laws. Some of the most prominent examples that have been mentioned are:

Ø GDPR (Art 5(4), 6(4), 13(2f), 14(2g), 15(1h), 22, 32, 33, 34, 35)

Ø ePrivacy (use of communication data for training of translation systems, record keeping obligation)

Ø P2B (Art 5)

Ø DSA (Art 4(1e), 5(1), 5(3), 6, 22, 23)

Ø Platform Work Directive (Art 6, 7, 8, 9)

Ø NIS 2 (notifications with regards to security breach)

Ø Machine Regulation (definitions and criteria for AI)

Ø Sector specific laws (transport/connected cars, MDR/IVDR, insurances, finance, employment)



In November 2023, there were in 
total 116 EU laws for the digital 
sector:

Ø77 legislative files have entered 
into force (adopted laws).

Ø29 proposal are currently being 
discussed.

Ø10 additional inniatives are 
planned.



We received similar feedback with regard to the governance 

structure and enforcement mechanisms. Researchers, legal 

experts as well as the AI community pointed out that:

Ø Power struggles between new EU AI Act players and the 

existing EU agencies and bodies that have so far regulated 

and enforced on AI in their sector (i.e. financial services or 

health products) are very likely to occur.

Ø Member States will designate different bodies as NCAs with 

different perspectives on AI, which will lead to different 

interpretations and enforcement activities (despite Art 81).

Ø The national systems are further complicated by the 

involvement of national public authorities supervising Union 

law protection fundamental rights as well as sectorial 

governance structures.

National level European level

National 
Supervisory
Authoritys

National Competent 
Authorities Commission / AI Office

Expert Groups

AI Board

Notifying 
Authority

Market 
Surveillance 
Authority

EDPS

Result: governance chaos



In November 
2023, there were 
in total 65 
governance 
mechanism on 
EU level.



The US government applies with the 
Executive Order a sector-specific 
approach. Moreover, it promotes 

private sector innovation, in particular 
by the US tech giants and their top 

universities.

As global AI leader, the US hosts the 
vast majority of leading AI firms, is 
predominant in VC, R&D spending 
and AI talent, and has an excellent 
digital infrastructure as well as a 

coherent and unified digital market.

The Chinese regime considers AI as the key 
factor in the global tech race. It developed 

several long-term plans to become the 
leader in AI and to overtake the US in terms 

of military supremacy.

It adopted an Automated Decision-Making 
law but focusses on investments. While five 

years ago, China was significantly lagging 
behind in all AI markers, it quickly caught up 
and could soon become the dominant force 

in the field of AI.

The EU wants to bring AI in line with its 
core values and democratic principles. 
Moreover, it hopes to achieve another 

GDPR-like ‘Brussels effect’ by setting global 
standards on AI.

However, especially after Brexit, the EU fell 
behind the US and China in virtually every 

category and loses even further ground 
despite the current AI measures on EU and 

Member State level.

USA CHINA EU

Chapter 3: Digital competitiveness



Ethical and trustworthy
AI Act is based on a high-level framework of general principles that promotes a coherent human-
centric European approach to ethical and trustworthy AI, fully in line with the EU Charta of 
Fundamental Rights as well as the values on which the Union is founded.

Risk-based approach
The regulatory intervention depends on the type of risk incurred by the use of the AI system. The AI Act therefore 
concentrates on certain prohibited uses cases as well as on truly high-risk AI systems. For all remaining AI systems 
on the Internal Market self-regulation is sufficient.

Safety and liability
Certain elements of 2nd wave AI systems such as opacity or autonomy make it necessary to rethink the existing product safety and 
liability rules in order to guarantee that new risks are adequately addressed without hampering innovation in AI.

International cooperation
The regulatory approach of the EU is aligned with concepts, terminologies and standards that were introduced by international organizations. Creating a 
European approach to AI does not mean that the access to the Internal Market for non-European actors and their AI systems is restricted. They have 
complete and equal access as long as they are not at odds with European values and principles. 

The ambition: Establish a third way on AI



The risk: an increasing AI gap

EU companies hesitate to invest and to develop AI as they find the field too risky and complain that the escalating legal uncertainty does 
not allow them to plan ahead. Most EU companies became deployers that buy an AI end product from US Tech cooperations.

AI systems proved to be too dynamic for a NLF law. Frequent substantial modifications, new risk categories, and more than one intended 
purpose are forcing companies to regularly perform conformity assessments and review if the still fulfil the high-risk obligations.

Neither the EU nor Member States manage to build up a sufficiently working governance system. The lack of talent and investments can 
be named as key reasons but also the ongoing power struggles between new and existing mechanism is problematic.

Even though third-party conformity assessments are not mandatory for most high-risk AI systems, companies do not feel confident and 
draw back on expensive certification and third-party auditing. Big 4 accounting firm as well as law firms are the big winners of the AI Act.



The clock is ticking
Summer 2026
According to Art 113, the vast majority of all 
Articles of the AI Act, in particular the rules 
for high-risk AI systems listed in ANNEX III, 
become applicable within the EU.

Summer 2025
According to Art 113(b), the GPAI 
provisions in Art 51 ff become 
applicable within the EU.

May - August 2024
The EU AI Act is published in the 
Official Journal of the EU and 
enters into force after 20 days.

Summer 2027
According to Art 113(c), the provisions for 
high-risk AI systems listed in ANNEX I 
become applicable within the EU.

December 2024
According to Art 113(a), the 
prohibitions in Article 5 become 
applicable within the EU.

Winter 2025 2026 2027Summer



Stakeholders: call to action!

Identify & motivate AI talent
European and national governance bodies need to 

attract AI experts but those persons can often earn 

much more in large Tech companies.

Share your expertise
The Commission relies on your input for guidelines (Art 96), 

the code of practice (Art 56), and DA/IAs. You could also join 

the Scientific Panel (Art 68) or Advisory Forum (Art 67).

Join Regulatory Sandboxes
Enter in a close dialogue with national authorities, make the AI 

Act compliance easier and benefit both from regulatory learning.

Engage in Standardization Bodies
Help CEN/CENELEC to develop horizontal as well 

as vertical harmonized technical standards in time.



EU politics 1: The new AI Office
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1. Favourable regulatory framework
Improve EU law making, governance and 

enforcement. Establish a coherent legal 
framework for AI. Solve the EU data challenge.

4. Ecosystem of excellence
Develop more AI talent and make 

better use of the excellent AI research 
community within the EU.

2. Complete the DSM
Streamline the national AI Strategies. 
Remove market barriers. Establish a 

genuine level playing field.

3. Digital green infrastructure
Improve connectivity and invest in better 
computing power. Build up a sustainable 

and reliable digital infrastructure.

5. Ecosystem of trust

Inform and empower EU citizens. 
Establish a reliable and secure e-
governance and e-health system.

7. Security and military deterrence

Find the right balance for using AI in law enforcement and 
the military. Counter cybersecurity threats by building up 
an effective cyber defence structure.

6. Industry strategy

Increase the strategic planning and investments 
in AI. Better support SMEs and start ups. Form 
an alliance with like minded partners on the 
international stage.

EU politics 2: A comprehensive AI strategy



+32 228 45302

kai.zenner@ep.europa.eu

linkedin.com/in/kzenner

@ZennerBXL

… and don’t forget to check my blog

Let‘s keep in touch!


